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Abstract
FPGAs are gaining popularity in the cloud as accelerators
for various applications. To make FPGAs more accessible for
users and streamline system management, cloud providers
have widely adopted the shell-role architecture on their ho-
mogeneous FPGA servers. However, the increasing hetero-
geneity of cloud FPGAs poses new challenges for this ar-
chitecture. Previous studies either focus on homogeneous
FPGAs or only partially address the portability issues for
roles, while still requiring laborious shell development for
providers and ad-hoc software modifications for users.
This paper presents Harmonia, a unified framework for

heterogeneous FPGA acceleration in the cloud. Harmonia op-
erates on two layers: a platform-specific layer that abstracts
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hardware differences and a platform-independent layer that
provides a unified shell for diverse roles and host software.
In detail, Harmonia provides automated platform adapters
and lightweight interface wrappers to manage hardware
differences. Next, it builds a modularized shell composed
of Reusable Building Blocks and employs hierarchical tai-
loring to provide a resource-efficient and easy-to-use shell
for different roles. Finally, it presents a command-based in-
terface to minimize software modifications across distinct
platforms. Harmonia has been deployed in a large service
provider, Douyin, for several years. It reduces shell develop-
ment workloads by 69%-93% and simplifies role and software
configurations with negligible overhead (<0.63%). Compared
with other frameworks, Harmonia supports cross-vendor
FPGAs, reduces resource consumption by 3.5%-14.9% and
simplifies software configurations by 15-23×while maintain-
ing comparable performance.

CCS Concepts: • Hardware → Reconfigurable logic and
FPGAs; • Computer systems organization → Heteroge-
neous (hybrid) systems.
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Cloud Framework; Reusability;
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1 Introduction
Field-Programmable Gate Arrays (FPGAs) have garnered
attraction in the cloud due to their capacity to enhance per-
formance and efficiency for various cloud applications [15,
19, 55, 77, 98, 102, 104, 105]. Developing applications on FP-
GAs requires users to not only implement application logic
itself but also manage complex I/O connectivity and intricate
system integration. Thus, major commercial cloud providers
(e.g., AWS [3], Azure [62], etc.) have introduced a shell-role
architecture on homogeneous FPGA clusters [16, 18, 70]. In
this architecture, the FPGA logic is divided into two parti-
tions: the provider-owned region (a.k.a., shell) and the user-
owned region (a.k.a., role) (see Figure 1). The role contains
different application logic, while the shell is responsible for
managing the FPGAs, providing a range of common services
for roles (e.g., Ethernet, DMA, etc.), and handling data and
control exchanges with the host software. This architecture
significantly alleviates the development burden for users.

However, the growing heterogeneity of cloud FPGAs poses
new challenges for the shell-role architecture. First, providers
have to build individual shells tailored to new FPGA devices
due to significant differences in FPGA architectures [3, 16, 70]
and hardware capabilities [32, 50]. For example, the Smart-
NIC architecture [16], used in networking applications, re-
quires high-speed network interfaces (e.g., QSFP112 [82]) and
transport stacks (e.g., RDMA [91]). In contrast, the SmartSSD
architecture [50], deployed in storage applications, demands
extensive storage capacity (e.g., HBM [41]). Addressing these
hardware disparities requires substantial development efforts
in shells (§2.3). Second, providers often select FPGAs from
different vendors for supply chain security and cost con-
siderations [11]. These vendors define their own hardware
interfaces, configurations, and compilation methods. When
users migrate applications to new FPGAs, they have to man-
ually adjust both roles and host software, which involves
considerable ad-hoc and error-prone modifications (§2.3).

To address the above issues, recent studies present FPGA
virtualization [14, 18, 49, 99–101] and portable operating sys-
tem (OSs) abstractions [44, 47, 59, 79, 103]. These approaches
aim to provide portable roles that allow users to deploy ap-
plications seamlessly on distinct FPGAs. Specifically, FPGA
virtualization creates an intermediate layer to deploy roles on
platform-agnostic virtual FPGAs, while hardware mappings
rely on vendor-specific frameworks [99, 101]. FPGA OSs like
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Figure 1. The shell-role architecture. The user-owned role
contains application logic; the provider-owned shellmanages
FPGAs, provides common services to roles and host software.

AmorphOS [44] and Coyote [47] directly provide a unified
interface for roles across different FPGA platforms through
dynamic wrappers. However, these methods still require la-
borious reconstruction of shells and ad-hoc modifications
to the host software when migrating to new FPGAs (see
§2.3). Commercial frameworks (e.g., OFS [66] in oneAPI [65]
and Vitis [86]) provide off-the-shelf shells that support a set
of FPGAs. Nevertheless, the design and integration of these
shells are closely tailored to specific FPGA series (e.g., Agilex,
Alveo, etc.). When deploying applications onto FPGAs with
different architectures and peripherals, providers still have
to invest substantial efforts in modifying shells to ensure
cross-vendor compatibility.
As a result, we move a step further and take the shell

and host software development into account, providing a
comprehensive framework to address heterogeneity issues.
Specifically, this framework should cover the following objec-
tives: (i) providing a unified shell compatible with different
FPGAs without laborious development workloads for plat-
form providers; (ii) supporting portable roles with simple
interfaces and configurations for applications; and (iii) offer-
ing a consistent host interface that without requiring ad-hoc
modifications to simplify software integration.
To this end, we present Harmonia, a unified framework

for heterogeneous FPGA acceleration in the cloud. Harmonia
consists of two layers: a platform-specific layer that abstracts
the hardware differences and a platform-independent layer
that provides a unified shell for diverse roles and host soft-
ware. Specifically, Harmonia develops automated platform
adapters to manage platform-specific configurations and
employs lightweight interface wrappers to cover interface
variations (§3.2). To create a unified shell without exten-
sive development workloads, Harmonia proposes a modu-
larized shell composed of a series of Reusable Building Block
(RBB) abstractions (§3.3.1). To conserve on-chip resources
for roles and simplify user configurations, Harmonia pro-
vides a hierarchical shell tailoring mechanism to generate
application-specific shell instances (§3.3.2). To ease host soft-
ware development and integration, Harmonia presents a

https://doi.org/10.1145/3676641.3716259
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Table 1. Existing frameworks either target homogeneous FPGA platforms or partially address heterogeneous issues. In this
paper, Harmonia aims to address heterogeneity issues comprehensively.

Framework Heterogeneity Unified Shell Portable Role∗ Consistent Host IF

Cloud Platform [2, 3, 62] ✘ ✔ ✘ ✔
Virtualization [14, 45, 49, 99–101] ✔ ✘ ✔ ✘
FPGA OS [44, 47, 59, 79, 103] ✔ △ ✔ ✘

Commercial Framework [65, 66, 86] ✔ △ ✔ △
Harmonia ✔ ✔ ✔ ✔

∗: migrating roles to FPGA platforms that have appropriate hardware capabilities requires only minimal modifications.
△: requires laborious development workloads or ad-hoc modifications when deployed on FPGAs from different vendors.

command-based interface that abstracts control operations
to reduce ad-hoc software modifications (§3.3.3).
We have implemented the Harmonia framework and de-

ployed in the cloud datacenters of Douyin over several years
(§4). It supports a variety of internal applications across tens
of thousands of FPGA accelerators, including networking, se-
curity, computing, and infrastructure applications (§5). The
production results demonstrate that Harmonia can reduce
shell development workloads by 69%-93%, save hardware
resources by 3%-25.1% with shell tailoring, and reduce soft-
ware modifications by 88-107× using command-based inter-
faces. Importantly, Harmonia maintains the throughput and
latency of applications with negligible resource overhead
(<0.63%). Compared to commercial frameworks (Vitis and
oneAPI) and open-source frameworks (Coyote), Harmonia
lowers shell resource consumption by 3.5%-14.9%, supports
cross-vendor FPGAs, simplifies 15-23× software configura-
tions, while achieving comparable throughput and latency
across multiple benchmarks.

As a summary, Table 1 compares Harmonia with previous
frameworks, highlighting their primary differences. Har-
monia aims to provide a unified framework that addresses
heterogeneity issues for shells, roles, and host software to
facilitate heterogeneous FPGA acceleration in the cloud.

This paper makes the following contributions:

• We conduct practical experiments to demonstrate the chal-
lenges posed by FPGA heterogeneity in cloud applications,
which are only partially addressed in previous work (§2).

• We design a modularized shell composed of novel RBB
abstractions to simplify development efforts (§3.3.1), a
hierarchical shell tailoring method to provide resource-
efficient and easy-to-use shells for roles (§3.3.2), and a
command-based interface to ease host software develop-
ments and integrations (§3.3.3).

• We have implemented Harmonia and deployed it at cloud-
scale to a large service provider with extensive validation
(§4). Practical results demonstrate its benefits for hetero-
geneous FPGA applications (§5).

2 Background & Motivation
2.1 Cloud FPGA Acceleration Overview
In recent years, cloud providers have incorporated FPGAs
into their infrastructures [2, 3, 62] to accelerate applica-
tions, such as networking [32, 98], storage [15, 55], and ma-
chine learning [80, 102], etc. They typically employ the shell-
role architecture [16, 18, 70] for FPGA-accelerated applica-
tions (Figure 1), which consists of three main components:

• Shell. The shell acts as the FPGA OS to manage FPGA
resources and provide common services to improve the
usability of cloud FPGAs [70, 103]. A production-grade
shell entails multiple functionalities, such as I/O connec-
tivity [71, 81], memory management [48], dynamic con-
figuration [47], health monitoring [70], and more.

• Role. The role refers to the accelerated application logic
that is partially or fully offloaded onto FPGA devices. Roles
typically utilize the common services (e.g., Ethernet [81],
DMA [71], etc.) offered by the shell to establish communi-
cation with cloud networks and hosts.

• Host Software. The host software communicates with the
FPGAs for data exchange and control operations. During
application deployment, it performs initialization tasks
such as table configuration [98] and task enablement [19].
At runtime, it handles data exchange for tasks involving
software-hardware co-design [25, 94].

2.2 Increasing Heterogeneity of Cloud FPGAs
Some cloud providers deploy homogeneous FPGA clusters
to maintain infrastructure manageability and reduce oper-
ation costs [2, 3, 62]. However, heterogeneous FPGAs are
increasing in some scenarios due to several practical reasons:
(i) Distinct acceleration architectures. Different applica-
tions exhibit unique functions and workloads that demand
specific acceleration architectures to achieve desired perfor-
mance. For example, networking applications [21, 57, 98]
require FPGA integration of high-speed network interfaces
and network protocol stacks. They deploy FPGAs between
network switches and hosts as SmartNICs [32]. In contrast,
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Figure 2. (a). Harmonia focuses on a platform-level hardware
resource abstraction. (b). Heterogeneous FPGAs require shell
reconstructions (➊) and interface modifications for roles and
host software (➋&➌), while prior works partially addressing
portability challenges for roles (➋).

storage applications [15] desire FPGAs equipped with high-
capacity memory and incorporate I/O operators like com-
pression [10], which involve attaching FPGAs directly to
SSDs as SmartSSD [50]. Hence, the internal architectures
and hardware capabilities can vary significantly across FP-
GAs.
(ii) Customized FPGA devices. Some cloud providers or-
der customized FPGA devices from different vendors (e.g.,
Intel[34], Xilinx[5], etc.). On the one hand, these FPGAs are
equipped with suitable on-chip resources and off-chip pe-
ripherals tailored to the target applications, which helps to
reduce costs when deployed at scale. On the other hand, us-
ing multi-vendor FPGAs can also provide backup options,
enhancing supply chain security. These devices exhibit dis-
tinct capabilities and vendor-specific toolkits for users.
(iii)Multiple FPGAgenerations. In our cloud, the lifecycle
of FPGA servers (commodity servers equipped with FPGAs)
typically extends for at least four years, while new FPGA
devices are typically introduced every one to two years [5].
Consequently, multiple generations of FPGAs can coexist
during the evolution of applications. They exhibit differences
in IP properties such as interfaces and configurations.

2.3 Prior Works & Limitations
Hardware abstraction is a common method to address het-
erogeneity. Prior works abstract FPGAs at different levels
based on the needs of different developers. As shown in
Figure 2a, application-level abstractions aim to streamline
user application development by providing a unified cross-
platform programming model (e.g., HLS [22], OpenCL [63],

etc.). Platform-level abstractions further allows fine-grained
management and optimization of hardware resources for
providers (e.g., shell-role platforms [66, 70, 86]). We focus on
designs at the platform level in this paper.

FPGA virtualization [14, 45, 49, 99–101] and portable OSs
[44, 47, 59, 79, 103] are proposed to address the heterogeneity
challenges, as shown in Figure 2b. FPGA virtualization ab-
stracts the platform-agnostic virtual FPGA to enable portable
role development, while the hardware deployment relies on
different vendor-specific shells (e.g., Vitis [86], etc.). FPGA
OSs employ dynamic wrappers tailored to each shell, en-
abling roles to connect directly to the shell via a unified inter-
face. The above works address the portability issue for roles;
however, they still involve laborious development workloads
for the shell and ad-hoc modifications to the host software:
(i) Laborious development workloads for the shell. In
practical FPGA acceleration development, we observe three
main factors that cause laborious development workloads:

• First, the shell demands extensive development and vali-
dation efforts to ensure its integrity and stability. Apart
from using off-the-shelf IPs directly, the shell also requires
massive in-house design and development to cover the
functionalities mentioned in §2.1. We compare the devel-
opment workloads between shells and roles (measured
by the ratio of hardware logic codes) in five typical cloud
applications (detailed in §5.1). After excluding the script-
generated portions that can be automated by vendor tools
[35, 88], the handcraft development workloads are repre-
sented in Figure 3a. Shells occupy the majority of work-
loads (66%- 87%). Considering a moderate FPGA project
that includes tens of thousands of lines of hardware code
and requires several months for verification [19, 97], cus-
tomized shell development can be time-consuming.

• Second, the platform-specific module differences (e.g., in-
terfaces and configurations) make it difficult to directly
reuse shell modules. In detail, we analyze module differ-
ences (measured by the number of interfaces and configu-
rations) across common I/O modules in shells for different
FPGAs (i.e., xilinx [5] and intel [34]). Figure 3b illustrates
the massive disparities of properties among common mod-
ules, ranging from tens to hundreds. Therefore, providers
have to perform intricate modifications instead of simply
reusing shell modules across different FPGAs.

• Finally, platform providers have to reconstruct shells to
support new FPGA devices instead of making a one-time
effort. As the number and types of heterogeneous FPGAs
increase, the demand for developing new shells keeps
growing. Figure 3c illustrates the annual deployment of
new FPGA devices and the total number of FPGAs in our
cloud. The increasing variety of heterogeneous FPGAs
drives us to seek an efficient solution for constructing
shells to reduce development workloads.
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(ii) Ad-hocmodifications to the host software. Host soft-
ware has to perceive hardware variations and make ad-hoc
modifications to ensure correct control. Specifically, commer-
cial framework (e.g., Vitis [86], OFS [66], etc.) provides a reg-
ister read/write an interface for user applications to perform
control operations. However, heterogeneous FPGAs intro-
duce differences in register widths, addresses, and function-
alities, requiring software modifications. Some frameworks
help mitigate register width and address changes in their
drivers by mapping registers into a unified address space.
Nevertheless, users still need to modify the sequence of regis-
ter operations and care about the differences in control logic
across platforms. Figure 3d shows an example of module
initialization across different FPGA platforms. For shell A,
users need to wait for the status register 𝑎 read completion
before proceeding with a series of initialization logic. In con-
trast, Shell B includes automation logic that allows users
to directly write the initial values. Thus, user applications
must consider both the register values and their operational
dependencies, which introduces complex changes.
Thus, we transition towards devising a comprehensive

solution to fully address heterogeneity challenges.

3 Harmonia Design
3.1 Framework Overview
We follow the bottom-up design principle [28] that abstracts
platform-specific differences from the underlying diverse FP-
GAs, providing a unified interface for the upper-layer shell,
role, and host software. Guided by this principle, we present
Harmonia, a unified framework to streamline the develop-
ment and deployment of heterogeneous FPGA-accelerated
applications. Figure 4 illustrates the Harmonia’s architecture:
Platform-specific layer. This layer aims to handle dispari-
ties among diverse FPGA platforms (§3.2). It comprises two
distinct components: the automated platform adapter respon-
sible for managing platform-specific configurations, and the

Heterogeneous FPGAs

Platform Adapter

Interface Wrapper

Command-based Interface

Software A Software B

Role A

Role B

Shell

Platform-
specific

Reusable
Building Blocks

H
ierarchical

ShellTailoring

Platform-
independent

Holder

Figure 4.Harmonia architecture. The platform-specific layer
manages FPGA heterogeneity and the platform-independent
layer provides a unified shell for roles and software.

lightweight interface wrapper to convert vendor-specific in-
terfaces into a uniform format. In summary, this layer acts
as a unifying bridge, ensuring seamless migration of upper
layers across heterogeneous FPGA platforms.
Platform-independent layer. This layer is independent of
specific FPGA platforms, serving the shell, role, and host soft-
ware (§3.3). Harmonia creates a unified shell abstraction to
manage FPGA chips and provide connectivity with peripher-
als using a series of Reusable Building Blocks (RBBs) abstrac-
tions (§3.3.1). To simplify interfaces and configurations for
roles and reduce unnecessary resource consumption, Harmo-
nia introduces a hierarchical shell tailoring mechanism based
on application demands (§3.3.2). To conceal the details of un-
derlying controls for the host software, Harmonia abstracts
the register-level register interface into a unified behavior-
level command-based interface for hardware-software com-
munications (§3.3.3).
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3.2 Platform-specific Layer

Automated platform adapter. Different FPGAs vary in
many aspects, including chip families [1, 6], peripherals [71,
81], compilation tools [35, 88], etc. To avoid error-prone
manual operations, Harmonia integrates the automated plat-
form adapters to manage platform-specific configurations.
These differences are divided into two parts based on their
dependencies: resource differences related to FPGA devices
and deployment differences related to vendors. As shown in
Figure 5, these differences are managed by two sub-adapters:

• Device adapters are responsible for hardware resource-
related configurations. Harmonia separate resource con-
figurations into two groups: the static and dynamic group.
The former maintains all the inherent resource properties
of FPGA chips and peripherals (e.g., channel numbers, vir-
tual functions, etc.), which only need to be configured once
and reused anywhere. The latter pertains to dynamic map-
ping constraints between the logic and the device, such
as I/O pins and clock mappings configured on-demand.

• Vendor adapters manages the major deployment differ-
ences among FPGA vendors like specific IP packaging for-
mat [39], compilation CAD tools [35, 88], etc. In practice,
compatibility issues between modules and deployment
environments commonly arise in heterogeneous FPGA
scenarios. For example, the common DMA engine from
different vendors [5, 34] may rely on dedicated PCIe hard
IPs and corresponding compilers [35, 88]. To avoid manual
troubleshooting, Harmonia incorporates the built-in han-
dler to structure the vendor dependencies of each module
as a series of key-value pairs and performs rigid inspec-
tions to ensure compatibility during deployment. The key
defines vendor-specific attributes such as CAD tools, IP
catalogs, etc. The values are specified with independent
version numbers to simplify dependency checks.

Both adapters are generated using vendor-provided tcl [87]
and ruby [74] scripts, enabling easy development.
Lightweight interface wrapper. Developers often utilize
third-party IPs to reduce their development efforts. These
vendor-specific IPs follow distinct interface protocols (e.g.,
AXI [4] and Avalon [9]). Consequently, replacing one ven-
dor’s IP with another requires modifications to the upper-
layer logic. To address this issue, Harmonia develops light-
weight interface wrappers that encapsulate different inter-
faces into a uniform format for the upper-layer logic.
The interface wrapper aims to fulfill the common inter-

face demands of applications while ensuring minimal perfor-
mance overhead. To achieve this, Harmonia leverages two
observations: (i) cloud applications exhibit similar charac-
teristics in data transfer and control; (ii) primary interface
protocols have similar interface types. Specifically, cloud
applications either transfer continuous data in streaming
format or block data with specific addresses and sizes. The
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Figure 5. Platform adapters manage platform-specific con-
figurations and interface wrappers convert vendor-specific
interfaces into a uniform format.

control operations are usually carried out by general regis-
ters of reading and writing. These data transfer and control
are also described in the major interface protocols [4, 9].
Therefore, along with the basic clock and reset signals,

Harmonia provides five basic types: 𝑐𝑙𝑜𝑐𝑘 , 𝑟𝑒𝑠𝑒𝑡 , 𝑠𝑡𝑟𝑒𝑎𝑚𝑖𝑛𝑔,
𝑚𝑒𝑚 𝑚𝑎𝑝 , and 𝑟𝑒𝑔. In detail, Harmonia integrates multiple
clock and reset signals (e.g., differential clocks, soft reset,
etc.) into the clock and reset arrays. Other modules use in-
dices to select specific signals according to their performance
needs. For data interfaces, Harmonia provides 𝑠𝑡𝑟𝑒𝑎𝑚𝑖𝑛𝑔 and
𝑚𝑒𝑚 𝑚𝑎𝑝 interfaces. The 𝑠𝑡𝑟𝑒𝑎𝑚𝑖𝑛𝑔 interface specifies the
start and end of the data stream, and the𝑚𝑒𝑚𝑚𝑎𝑝 interface
defines the address and size of the data chunk. The output
data from vendor-specific IPs are stored in FIFO buffers along
with the sideband signals (e.g., masks, empty flags, etc.). Har-
monia designs fully pipelined sequential translation logic
to convert data with varying widths into the unified format
(see §3.3.1). It operates without generating bubbles in the
processing and consumes a few fixed clock cycle. For control
interfaces, Harmonia registers diverse control signals and
assigns unique addresses to access them through the register
read/write approach. To address latency-intensive signal re-
quirements, Harmonia introduces a special type, 𝑖𝑟𝑞, which
exposes raw signals to the upper-level logic.

3.3 Platform-independent Layer
3.3.1 Unified Shell Abstraction. Similar to the host OS
[58], the shell should connect applications with FPGA re-
sources. Based on this inspiration, Harmonia creates a unified
shell abstraction to manage FPGA chips and provide con-
nectivity with peripherals. As shown in Figure 6, Harmonia
abstracts a series of Reusable Building Blocks (RBBs) based
on FPGA peripherals and chips. Each RBB consists of two
parts: the specific instance and the reusable logic. The specific
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Figure 6. The unified shell abstraction with a set of Reusable
Building Blocks to operate peripherals and chips.

instance comprises various vendor-specific IPs that provide
the basic functionality for connecting with FPGA resources
(e.g., MAC[81], PCIe [71], etc.). The reusable logic provides
the common logic that extends beyond these instances, in-
cluding the Ex-function logic for performance optimization
and feature enhancement, as well as control and monitoring
logic for necessary hardware management.

Harmonia provides multiple RBBs for various cloud appli-
cations, including Network RBB for networking applications
[32, 98], Memory RBB for storage applications [55, 56], and
Host RBB for computation applications [97], as shown below:
Network RBB. Network RBB deals with network traffic,
including packet-level processing (e.g., MAC [81]) and flow-
level processing (e.g., RDMA [91]). To support diverse net-
work scenarios, Harmonia provides both the packet filter
and flow director in its Ex-function part. The packet filter
intercepts packets with destination addresses that do not
belong to the local machine, thereby supporting multicast
scenarios [27]. The flow director effectively directs incom-
ing flows to their corresponding host queues, ensuring net-
work isolation for multi-tenant environments [90]. Addi-
tionally, Network RBB monitors the real-time throughput,
packet loss, queue usage, and processing rate. It adopts the
stream interface for data transfer and a 32-bit reg interface
for control. The main parameter change lies in data-width,
which scales (128/512/2048 bits) with network advancements
(25/100/400Gbps). Harmonia uses a parameterized clock do-
main crossing to perform the data-width conversion (see dis-
cussions below). Roles can select specific network instances
(e.g., 25/100/400G MAC[30]) that fit their demands.

Memory RBB. Memory RBB manages FPGA memory re-
sources such as DDR andHBM. There are common functional
demands in these memories. For example, the memory access
pattern significantly impacts I/O efficiency [76]. Thus, Har-
monia incorporates address interleaving and hot cache mech-
anisms in the Ex-function. The address interleaving maps
data into different bank groups to improve the efficiency
of read/write operations. Meanwhile, the hot cache stores
consecutively accessed data on-chip for fast access, avoid-
ing situations where interleaved access is impossible. These
memories transfer data using the memory-mapped approach
[61]. Like other frameworks [89, 95], we provide a 512-bit
memmap interface for data transfer and a 32-bit reg interface
for control. The parameter change lies in the channel num-
ber, which depends on the underlying devices (2 channels
for DDR and 32 channels for HBM). Given the distinct per-
formance of these memories (460GB/s for HBM, 19.2GB/s for
DDR), roles should select the appropriate storage instance
(HBM/DDR) based on their application demands.
Host RBB. The RBB establishes connections with the host.
Cloud FPGAs typically communicate with the host servers
via PCIe DMA [19, 32, 98]. To ensure secure communication
in host multi-tenancy environments, Harmonia provides
multi-queue isolation in the Ex-function. The multi-queue
isolation provides 1K DMA queues to isolate the transmitted
data from different tenants. Harmonia maintains an active/in-
active state for each queue, and only schedules active queues
to improve the scheduling rate.Host RBBmonitors per-queue
information including the queue depth, transmitted packet,
and speed. It provides mem map and stream interfaces for
data transfer, along with a 32-bit reg interface for control.
The key parameter changes are the data width and clock
frequency, which double with each PCIe generation upgrade
(Gen3/4/5). Harmonia employs parameterized clock domain
crossing to handle these conversion (see the below discus-
sions). Roles should select specific PCIe instances [37] that
align with their host communication demands.
Discussion of RBB generalizability. RBB categorizes
hardware modules that provide similar functionalities. These
modules share similarities in data transfer, monitoring, and
control functions, while differing in interfaces (e.g., data
width, frequency, control signals) and performance (e.g.,
25/100G MAC, PCIe Gen3/4/5). Thus, the main purpose of
RBB is to maintain the common function reusability (e.g.,
real-time statistics, packet filter, etc.) across modules, allow-
ing roles to select specific instances (choose 25 or 100G MAC)
that match their application processing performance without
the necessity to redevelop common functions.
On the data interface, Harmonia integrates the param

clock domain crossing to perform frequency and data width
conversion. As shown in Figure 6, Roles and RBBs can op-
erate at different clock frequencies and data widths. To syn-
chronize an RBB at 𝑆 MHz clock and𝑀 bits data width with
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a user application at 𝑅 MHz clock and 𝑈 bits data width,
Harmonia employs the widely used asynchronous FIFO to
perform cross-domain data read and write (design details
see [23]). The clock and data width are configurable and do
not affect the data processing workflow. Users can select
instances that match 𝑆 ×𝑀 = 𝑅 ×𝑈 to achieve lossless band-
width. On the control interface, Harmonia allocates unique
addresses to different module instances and provides the
register interface for their controls.

Harmonia employs RBBs to enable common function reuse
across multiple FPGA generations. An FPGA generation
is characterized by vendors, chip families (process nodes),
and device peripherals with the technological advancement.
Specifically, Harmonia supports both commercially available
FPGAs from Xilinx and Intel, as well as in-house FPGAs.
The supported chip families span various process nodes, in-
cluding Virtex UltraScale+ (XCVU3P, XCVU9P, XCVU23P,
XCVU35P at 14/16nm)[84], Virtex UltraScale (XCVU125 at
20nm)[85], Zynq 7000 (28nm)[7], Agilex (5, 7 at 10nm)[1],
Stratix 10 (14nm)[38], and Arria 10 (20nm)[36]. For device pe-
ripherals, Harmonia provides support for PCIe Gen3x8/x16,
Gen4x8/x16, Gen5x8/x16, DDR3/4, HBM, QSFP112/56/28,
DSFP and etc. The FPGA generation evolves in parallel with
advancements in data center infrastructure. For instance,
as network link speeds increase from 25Gbps to 400Gbps
and host bandwidths expand from 8GB/s to 32GB/s, FPGAs
should be enhanced to keep pace with these advancements.

3.3.2 Hierarchical Shell Tailoring. The unified abstrac-
tion streamlines shell developments for platform providers
and provides common services for roles. However, cloud
applications have unique acceleration requirements and typ-
ically require only a subset of the features [19, 55, 98]. Pro-
viding a one-size-fits-all shell not only leads to unnecessary
hardware resource consumption but also adds configuration
complexity for roles. Therefore, Harmonia implements a hi-
erarchical shell tailoring approach that provides a resource-
efficient and easy-to-use shell for different roles.

As shown in Figure 7, Harmonia first perform the module-
level tailoring. It removes non-essential RBBs from the uni-
fied shell based on the resource and functional requirements
of the role. For the remaining RBBs, Harmonia selects in-
stances that fulfill the performance demands of data trans-
fer. For example, a BDMA instance may be chosen for bulk
data transfer, while an SGDMA instance may be chosen for
discrete data transfer. Next, Harmonia conduct the property-
level tailoring to remove properties that are not relevant to
the role. Vendor-specific instances usually provide various
interfaces and configurations to cover all scenarios, while
applications only need to focus on a subset of standardized
cloud deployment scenarios [70]. Therefore, Harmonia fur-
ther tailors the properties of instances into two parts: the
shell-oriented part and the role-oriented part, exposing only
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Figure 7.Hierarchical shell tailoring, including both module
level and property level.
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the necessary properties required by each role (e.g., occupied
channels, desired queues, etc.)

3.3.3 Command-based Interface. In FPGA acceleration
applications, software and hardware commonly utilize the
𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟_𝑟𝑒𝑎𝑑 and 𝑟𝑒𝑔𝑖𝑠𝑡𝑒𝑟_𝑤𝑟𝑖𝑡𝑒 interfaces for flexible con-
trols. While the role-specific register control logic is deter-
mined by the application and remains consistent across plat-
forms, the shell-specific register control logic is decided by
third-party IPs and varies across different FPGAs (Figure 3b).
When using the register interface, applications consider not
only the register values but also their operational depen-
dencies (§2.3). However, we observe that while register de-
tails change frequently, control operations typically remain
consistent (e.g., table read/write, module initialization, etc.).
Thus, we provide a series of commands that allow users to
issue control operations directly. Figure 8 gives a diagram of
interfaces, Harmonia provides 𝑐𝑚𝑑_𝑟𝑒𝑎𝑑 and 𝑐𝑚𝑑_𝑤𝑟𝑖𝑡𝑒 as
control interfaces for software-hardware communication.
Interface Details. The command should consider both
generality and extensibility. First, the commands should be
applicable to different FPGA architectures rather than being
specific to certain platforms using domain-specific instruc-
tions (e.g., using specific ISA [8]). Second, the commands
should support the extension to new hardware modules (e.g.,
i2c) and software (e.g., standalone control tools). To achieve
generality, Harmonia adopts the widely used packet format
in communication to define the command [13]. As illustrated
in Figure 9, the𝑉𝑒𝑟𝑠𝑖𝑜𝑛 records the update of the commands.
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The following 𝐻𝑑𝐿𝑒𝑛 and 𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝐿𝑒𝑛 indicate the length
of the packet header and payload, respectively, measured in
units of four bytes to ensure alignment. The 𝑆𝑟𝑐𝐼𝐷 represents
the type of host software controllers and the 𝐷𝑠𝑡𝐼𝐷 repre-
sents the underlying hardware modules. Harmonia assigns
unique 𝑆𝑟𝑐𝐼𝐷 and 𝐷𝑠𝑡𝐼𝐷 values to differentiate between var-
ious software and hardware modules, thereby supporting the
extension to new controllers. The second set of four bytes
consists of the module operation code, which is divided into
three sub-fields. The𝑀𝑜𝑑𝑢𝑙𝑒𝐼𝐷 indicates the target modules,
whereas the 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝐼𝐷 represents the specific module in-
stances. The 𝐶𝑜𝑚𝑚𝑎𝑛𝑑𝐶𝑜𝑑𝑒 specifies the dedicated control
operations defined by each RBB for its operational needs.
The 𝑂𝑝𝑡𝑖𝑜𝑛𝑠 describes the information associated with the
physical interface used, such as PCIe. For the command pay-
load, users can insert control information into the 𝐷𝑎𝑡𝑎 field,
and the 𝐶ℎ𝑒𝑐𝑘𝑆𝑢𝑚 is provided as an error handling.
Example walkthrough. Harmonia develops software that
runs on lightweight software cores within FPGAs (e.g., Nios
[64]) as a unified control kernel to centralize the command
execution. The decision to deploy soft cores in hardware
rather than on the host is due to the presence of various
controllers on production servers (such as applications, BMC,
and standalone tools), which makes unified management
more convenient in hardware. Figure 8 provides an example
walkthrough using the command-based interface:

1. Command generation: host applications or control tools
call 𝑐𝑚𝑑_𝑟𝑒𝑎𝑑/𝑤𝑟𝑖𝑡𝑒 interface to issue control operations
with 𝑐𝑚𝑑_𝑐𝑜𝑑𝑒 and𝑑𝑎𝑡𝑎. The 𝑐𝑚𝑑_𝑐𝑜𝑑𝑒 indicates the com-
mand for the control operations, while the 𝑑𝑎𝑡𝑎 carries
control data. Figure 9 presents some common commands
in Harmonia. Users can select commands to initialize or
reset hardware and retrieve their status. The driver then
generates command packets.

2. Command transfer: the driver transfers commands to
the hardware via PCIe. Harmonia integrates a separate
control queue in the DMA engine to ensure performance
isolation from the data path. These commands are sent to

the buffer of the unified control kernel (with configurable
depth) to await processing.

3. Commandparsing: the unified control kernel uses𝐻𝑑𝐿𝑒𝑛
and 𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝐿𝑒𝑛 to determine command boundaries, ex-
tracting the values of each field.

4. Command execution: the unified control kernel sequen-
tially executes commands, each of which defines its own
processing logic (such as register read/write, flash erase,
time count, etc.), identified by a unique command code.

5. Command distribution: some commands require read-
ing and writing registers in the shell and role modules.
The control kernel initiates register read/write requests to
the relevant modules based on the target𝑀𝑜𝑑𝑢𝑙𝑒𝐼𝐷 and
𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝐼𝐷 through the 𝑟𝑒𝑔 interface.

6. Command encapsulation: the read response data (e.g.,
temperatures, voltages, performance statistics, etc.) are
encapsulated in the unified control kernel as command
response packets and fed back to the host software.

7. Command upload: The response command packet is
returned to the software through the same DMA engine
and then delivered to the corresponding host software
based on the 𝑠𝑟𝑐𝐼𝐷 specified in the command.

4 Implementation
We have implemented the Harmonia and deployed it to a
large service provider for several years. Here, we introduce
the lifecycle of cloud FPGA applications with Harmonia:
Stage 1, Requirement Analysis. A feasibility validation
is conducted to evaluate the acceleration benefits. Users pro-
vide application performance bottlenecks. Next, the hard-
ware designers estimate the benefits of using FPGA acceler-
ation through proof-of-concept (PoC) validation.
Stage 2, Design & Development. FPGA-accelerated appli-
cations are divided into two parts: the shell part designed
by the platform provider, and the role part along with host
software designed by the user:

• Shell. Platform providers build platform adapters and in-
terface wrappers for new FPGA devices while creating
a unified shell and tailoring it to a role-specific instance.
First, providers build device and vendor adapters for new
FPGAdevices as described in §3.2. Next, the lightweight in-
terface wrappers are added for vendor-specific IPs used in
RBBs. These components can effectively manage platform-
specific configurations. Therefore, providers can effort-
lessly create a unified shell by utilizing RBBs from the
common library with just on-demand modifications to
some logic details. Finally, providers perform hierarchical
shell tailoring to generate a role-specific instance (§3.3.2).

• Role & Software. The role and software can be developed
independently based on the unified abstraction, without
concerns about the adaptation to different underlying
platforms. Once the development is finished, the role is
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connected to the shell to form a complete FPGA logic, and
the software is integrated into the project.

• Project implementation. Harmonia provides the au-
tomated integration toolchains. Firstly, Harmonia loads
the vendor adapter and checks the dependencies between
modules and environments (§3.2). After ensuring that
there are no dependency conflicts, Harmonia completes
platform configurations and invokes corresponding CAD
tools for compilation (e.g., Vivado [88], Quartus [35]). Fi-
nally, the FPGA executable bitstream and software are
packaged together into a consolidated project file.

Stage3, Integration Test. This stage aims to evaluate the
overall functionality, performance, and stability of the gen-
erated project. Testers perform rigorous integration testing
to cover every component in the system, ensuring that each
part is thoroughly validated before online deployment.
Stage 4, Deployment. The release projects are ultimately
deployed in the corresponding application clusters, involving
software installation and hardware configuration. During
this process, scripts in the platform adapter automate hard-
ware configuration, environmental dependency checks, and
hardware initialization based on the deployed FPGAs.

5 Evaluation
In this section, we evaluate Harmonia using a series of bench-
marks and diverse real-world cloud applications on hetero-
geneous FPGAs by addressing the following questions:
• What are the benefits of Harmonia’s component
design?We use micro-benchmarks to show that the light-
weight interface wrapper maintains module throughput
and latency; the hierarchical shell tailoring lowers 3-25.1%
resource usage for shells and simplifies 8.8-19.8× con-
figuration items for roles; the command-based interface
reduces 88-107× register modifications for host software.

• What are the benefits and overheads of Harmonia
for cloud FPGA application? We evaluate a variety
of real-world cloud applications built on Harmonia. The
results show that Harmonia reduces development work-
loads by 69%-93% with negligible resource overhead (<
0.63%) and minimal performance impact (< 1%).

• How does Harmonia compare against other frame-
works?We compare Harmonia with representative frame-
works (i.e., Vitis, oneAPI, and Coyote). The results show
that Harmonia reduces shell resource usage by 3.5%-14.9%,
supports cross-vendor FPGAs, and simplifies software
configurations by 15-23×, while maintaining comparable
throughput and latency across a range of benchmarks.

5.1 Experimental Setup

Applications. We select five real-world FPGA-accelerated
applications with different acceleration architectures and
functions. As shown in Table 2, the Sec-Gateway deploys

Table 2. Selected FPGA-accelerated applications and hetero-
geneous FPGA cards.

Application Architecture Type Function

Sec-Gateway BITW Security DCI access control
Layer-4 LB BITW Network Layer-4 load balancer

Host Network BITW Network Network offloading
Retrieval Look-aside Computation Embedding retrieval
Board Test △ Infrastructure Custom board testing

FPGA Vendor Chip Peripheral

Device A Xilinx XCVU35P HBM,DDR,QSFP×2, PCIe Gen4×8
Device B Internal XCVU9P DDR×2, QSFP×2, PCIe Gen3×16
Device C Internal AGILEX®7 DSFP×2, PCIe Gen4×16
Device D Intel AGILEX®7 QSFP×2, PCIe Gen4×16, DDR

BITW: Bump-in-the-wire architecture.
△ indicates that it supports diverse architectures.

the FPGAs at the cloud network boundary to prevent cross-
network malicious traffic [19, 105]. FPGAs filter out specific
traffic based on the deployed policies. The Layer-4 LB pro-
vides layer-4 stateful load-balancing services for public ap-
plications [29, 68]. FPGAs work as SmartNICs to distribute
incoming flows to many real servers. The Host Networking
offload network functions (e.g., Checksum [20], OVS [67],
etc.) into FPGAs. The Retrieval chooses relevant candidates
from a large corpus for recommendation systems [54] and
FPGAs accelerate the similarity calculation and top-K selec-
tion. The Board Test serves infrastructure services to test the
performance of custom FPGA boards.
FPGAs. To comprehensively evaluate FPGA heterogeneity,
we select four typical FPGA devices that have widespread
deployment in our cloud with distinct vendors, chip families,
and peripherals, as illustrated in Table 2.
RBBs. We select three common RBBs in cloud applications
including Network, Memory and Host as described in §3.3.1
to evaluate Harmonia at the module level.
Frameworks. We compare Harmonia with frameworks
that provide platform-level abstractions (see §2.3), including
commercial frameworks (Vitis [86] and oneAPI [65]) and
open-source frameworks (Coyote [47]).
Benchmarks. The framework benchmarks cover three im-
portant categories for cloud FPGA applications, including
computation, storage and networking. Matrix multiplica-
tion [60] represents a typical compute-intensive task. we
perform single-precision floating-point matrix calculations
for matrices sized 64 × 64 across 1024 iterations, measur-
ing the number of matrix calculations per second. Database
access [24] is a storage-intensive task. we deploy a vector
database on external memory and sequentially, fixedly, and
randomly read and write 32-bit vectors to measure the num-
ber of vectors processed per second. TCP transmission [17] is
a communication-intensive task. We deploy FPGAs on two
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Figure 10. Throughput and latency comparisons of native modules vs. using the interface wrapper.

servers and connect them via the device network interfaces.
The FPGAs directly forward the host’s TCP traffic, measur-
ing end-to-end throughput and latency with varying packet
sizes.

5.2 Micro-benchmarks

Harmonia’s interface wrapper can maintain through-
put and latency. Harmonia provides a lightweight in-
terface wrapper to encapsulate the interface differences of
vendor-specific IPs. To evaluate its performance impact, we
choose three common vendor-specific IPs (MAC [81], PCIe
DMA [71], DDR4 [26]). We compare their native perfor-
mance (using Avalon/AXI) with the performance after in-
terface wrapping. To measure MAC performance, we use
loopback tests by directly connecting the RX and TX QSFP
ports. For PCIe DMA, we post PCIe read requests of dif-
ferent sizes on the host software. Moreover, we perform
both random and sequential read and write operations with
fixed-size data to the DDR. Figure 10a-10c shows the experi-
mental results. Firstly, Harmonia maintains native through-
put for these modules. This is because Harmonia employs a
pipelined processing logic on datapaths (see §3.3.3), ensur-
ing that no bubbles are introduced in the processing, thus
preventing throughput degradation. Secondly, Harmonia in-
troduces minimal latency in PCIe DMA and DDR modules
(only a few cycles). This is due to the necessary timing opti-
mization for multi-channel data width conversion that can
support higher clock frequencies for users [78]. Generally,
the nanosecond-level delays are negligible relative to the
application end-to-end microsecond-level delay.
Harmonia’s shell tailoring can reduce shell resource
consumption and simplify role configurations. The
shell tailoring provides resource-efficient and easy-to-use
shells for different roles. First, we compare the resource con-
sumption of the unified shell designwith the shells tailored to
applications. We deploy applications on device A and their
respective resource consumption is depicted in Figure 11.
The unified shell consumes more resources as it incorporates

all peripheral connectivity and FPGA management func-
tions. In contrast, the tailored application shells achieve a
resource consumption reduction of between 3% and 25.1%.
Furthermore, we analyze the configuration items posed by
the native modules compared to those actually required by
roles, as shown in Figure 12. Harmonia reduces the number
of role configurations by 8.8-19.8×. This is mainly because
vendors usually provide various configurations to cover all
scenarios, while applications only need to focus on a subset
of configurations for cloud scenarios.
Command-based interface reduces ad-hoc software
modifications. The command-based interface reduces the
register-level modifications for host software. We evaluate
the changes made to the Host Network software for initializ-
ing all hardware modules while transitioning from device C
to device D. We compare the register interface used in com-
mercial frameworks with the command-based interface in
Harmonia. Figure 13 shows the experimental results. Harmo-
nia reduces software modifications by 88-107× across appli-
cations. This reduction is mainly because Harmonia provides
a command to abstract control operations and leverages the
unified control kernel to execute them, thereby avoiding
complex register modifications.
5.3 Benefits & Overheads
Harmonia aims to minimize development workloads for plat-
form providers while ensuring native application perfor-
mance with negligible resource overhead.
Harmonia reduces development workloads for shell.
We measure the development workloads of the shell across
different platform configurations, including across chip fam-
ilies (devices A & B) and vendors (devices A & C). To ensure
a fair comparison, we adopt the same programming lan-
guage and developer, measuring the relative proportions of
manually developed versus reusable hardware logic code, fol-
lowing the metrics in previous studies [53, 69, 96]. Figure 14
illustrates the test results. Harmonia achieves RBB reuse rates
from 69% to 76% for cross-vendor configurations and from
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84% to 93% for cross-family configurations. This variation oc-
curs because modules from the same vendor typically share
design similarities, whereas cross-vendor modules have no-
table differences. To address this heterogeneity, Harmonia
offers automated platform adapters and lightweight inter-
face wrappers tomanage hardware configurations. Moreover,
Harmonia proposes RBBs that can abstract similar functional-
ities from vendor-specific IPs to reduce development efforts.
The redevelopment portions are located at the control and
monitor logic, as their implementation often depends on
hardware details. Applications deployed on different plat-
forms also exhibit similar results, showing 70% to 80% shell
reuse across applications (Figure 15). Compared to building
individual shells from scratch, Harmonia can significantly
reduce development workloads for platform providers.
Harmonia introduces minimal resource overheads. To
hide hardware disparities, Harmonia incorporates interface
wrappers and unified control kernels in hardware. We collect
resource usage percentages for those additional hardware
components on different FPGA platforms. Figure 16 displays
the highest resource consumption percentages. Specifically,
Harmonia consumes less than 0.37% of resources in the inter-
face wrapper and less than 0.67% of resources in the unified
control kernel, which indicates negligible consumption com-
pared to the functional modules.

Harmonia maintains the throughput and latency of
FPGA applications. We compare the performance of appli-
cations using Harmonia with those that do not, based on real
workloads in their deployment scenarios. The experimental
results are presented in Figure 17. Firstly, Harmonia achieves
full bandwidth for applications based on the BITW architec-
ture and the desired QPS for applications using the Lookaside
architecture. This is because Harmonia employs full pipeline
designs to ensure lossless data bandwidth. Second, Harmonia
achieves near-native latency with an increase of less than
1%. The slight increase in latency mainly comes from the
data buffering in the interface wrapper. However, the added
delay at the nanosecond level is negligible compared to the
microsecond-level latency in cloud applications.

5.4 Harmonia vs. Other Frameworks
We compare Harmonia with commercial frameworks (Vitis
[86] and oneAPI [65]) and open-source frameworks (Coyote
[47]) that target platform-level abstractions:
Harmonia reduces shell resource consumption. We
deploy frameworks on their respective supported FPGAs.
Specifically, Vitis and Coyote support Device A, oneAPI sup-
ports Device D, and Harmonia provides support across De-
vices A to D. We measure their percentage of shell resource
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Figure 17. The throughput and latency comparison with and without using Harmonia across a range of applications.
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Figure 18. The comparison of shell resource usage and benchmark performance of Harmonia with other frameworks.

usage in different benchmarks. As shown in Figure 18a, Har-
monia reduces the shell resource consumption from 3.5%
to 14.9%. This is due to the fine-grained shell tailoring that
removes non-essential modules and functions based on ap-
plication demands. This optimization not only provides more
resources for roles to implement more complex functions
but also helps reduce dynamic power consumption.
Harmonia supports a wider variety of FPGAs. We com-
pare the FPGA devices supported by each framework, as
shown in Table 3. Coyote is compatible with Xilinx Alveo
FPGAs, while Vitis supports a wider range of Xilinx FP-
GAs, including Alveo/Zynq/Versal, etc. OneAPI currently
supports Intel FPGAs such as Agilex and Stratix. However,
cloud providers may select FPGAs from multiple vendors or
deploy custom devices (§2.2). We find that these frameworks
employ a monolithic design for new devices integration, re-
quiring shell redesign. To address this, Harmonia introduces
fine-grained RBBs and integrates platform adapters and in-
terface wrappers to support cross-vendor compatibility.
Harmonia simplifies software configurations across
different platforms. When deploying benchmarks on dif-
ferent platforms, users need to modify the software control
logic to properly configure different hardware modules. We
analyze three typical configurations: monitoring statistics,
network initialization, and host interaction configuration.
We compare these configurations using traditional register

Table 3. FPGA devices supported by each framework.

Device Vitis oneAPI Coyote Harmonia

Intel FPGAs ✗ ✓ ✗ ✓
Xilinx FPGAs ✓ ✗ ✓ ✓

In-house (Custom) FPGAs ✗ ✗ ✗ ✓

Table 4. The command-based interface simplifies hardware
module configuration for host software.

Interface Host Interaction
Config

Monitoring
Statistics

Network
Initialization

Registers 84 115 60
Commands 4 5 4

interfaces and command-based interfaces. The results are
shown in Table 4. Harmonia abstracts control operations
into a series of commands executed by the unified control
kernel in the hardware. This approach simplifies software
configuration by 15-23×, helping to avoid frequent software
modifications when switching platforms.
Harmonia achieves comparable throughput and la-
tency to other frameworks. We compare the benchmark
performance across different frameworks (see §5.1 for the set-
tings), as shown in Figure 18b-18d. For matrix multiplication,
the speed of matrix calculations improves with increased
parallelism through loop unrolling and using more DSPs.
Harmonia achieves consistent throughput relative to other
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frameworks, as it does not introduce additional overhead in
computational units (e.g., LUT, DSP). On database access, se-
quential access exhibits higher throughput than other access
patterns, and Harmonia achieves comparable vector read-
/write speed. This is due to Harmonia ensuring there are no
bubbles in the memory RBB interface wrappers that guar-
antee lossless bandwidth. Regarding TCP communications,
both throughput and latency increase as packet size grows.
Harmonia performs comparably to other frameworks. As an-
alyzed in §5.3, Harmonia provides native throughput while
the introduced nanosecond-level latency remains negligible
when compared to microsecond-level network latency.

6 Discussion
Multi-tenancywithHarmonia. Harmonia supports multi-
tenancy to enhance the resource utilization of cloud FPGAs.
Specifically, Harmonia utilizes the Ex-function in RBBs to
achieve resource isolation in the shell (§3.3.1), while em-
ploying typical partial reconfiguration techniques [44, 47]
to enable multi-tenancy deployment in the role. Moreover,
Harmonia provides multiple independent queues to isolate
host software belonging to different users.
Benefits for External Users. Harmonia streamlines ap-
plication deployment on heterogeneous FPGAs for various
internal applications. While providing individual shells for
external users is impractical, they can still benefit from Har-
monia in the following ways: (i) they can deploy different
applications on diverse FPGAs supported by Harmonia. (ii)
it is possible to provide module-level tailoring using a few
config interfaces for users. (iii) the command-based interface
simplifies their software development.

7 Related work
FPGA virtualization. FPGA virtualization abstracts vir-
tual FPGAs to enable resource sharing [72, 83]. The overlay
architecture [12, 40, 43, 46, 73] compiles FPGA logic into
an intermediate representation (IR) and then maps it on a
specific FPGA platform. It supports runtime compilation but
decreases resource utilization and performance. To address
these problems, the slot-based method [14, 18, 45, 93, 99, 100]
divides the FPGA into finer-grained slots . ViTAL [99] pro-
poses virtual blocks to enable fine-grained FPGA sharing, and
Hetero-ViTAL [100] further supports heterogeneous FPGAs.
Some work [49, 101] can enhance the productivity. These
works address role’s portability issues but require laborious
shell developments and ad-hoc modifications to software.
FPGA OS abstractions. FPGA operating system (OS) man-
ages FPGA resources and provides basic services for the
upper-layer applications [44, 47, 59, 79, 103]. Some works
provide OS semantics for FPGA platforms, such as virtual
memory [47, 48], time-sharing [31, 52], relocation [42], task
scheduling [33, 47, 92] and context switching [42, 51, 75],

Another studies provide complete OSs[44, 47]. However, the
construction of the OS (shell) still requires laborious work.
Commercial Frameworks. There are many commercial
frameworks that abstract FPGAs at different levels tailored
to different developers. OpenCL [63] and HLS [22] provide
cross-platform programming abstraction to simplify user
logic development. Catapult [70] and AWS F1 [3] provide ho-
mogeneous shell-role platforms while oneAPI[65]/OFS[66]
and Vitis [86] support more FPGAs. Compared with them,
Harmonia further propose a more efficient shell construction
approach and introduce new command-based interfaces to
streamline software development.

8 Conclusion
FPGAs are attractive for cloud applications to boost their per-
formance. The increasing heterogeneity of FPGAs presents
new challenges for applications. We present Harmonia, a
unified framework that abstracts heterogeneous FPGAs and
streamlines the development and configuration of shell, role,
and software. Harmonia’s successful deployment in a large
service provider reduces development workloads with mini-
mal performance impact and negligible resource overhead.
This approach holds promise in enhancing FPGA accessibil-
ity and efficiency in diverse cloud environments.
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